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ABSTRACT In this paper, we present a new motor imagery classification method in the context of
electroencephalography (EEG)-based brain–computer interface (BCI). This method uses a signal-dependent
orthogonal transform, referred to as linear prediction singular value decomposition (LP-SVD), for feature
extraction. The transform defines the mapping as the left singular vectors of the LP coefficient filter impulse
response matrix. Using a logistic tree-based model classifier; the extracted features are classified into one
of four motor imagery movements. The proposed approach was first benchmarked against two related
state-of-the-art feature extraction approaches, namely, discrete cosine transform (DCT) and adaptive autore-
gressive (AAR)-based methods. By achieving an accuracy of 67.35%, the LP-SVD approach outperformed
the other approaches by large margins (25% compared with DCT and 6 % compared with AAR-based
methods). To further improve the discriminatory capability of the extracted features and reduce the com-
putational complexity, we enlarged the extracted feature subset by incorporating two extra features, namely,
Q- and the Hotelling’s T 2 statistics of the transformed EEG and introduced a new EEG channel selection
method. The performance of the EEG classification based on the expanded feature set and channel selection
method was compared with that of a number of the state-of-the-art classification methods previously reported
with the BCI IIIa competition data set. Our method came second with an average accuracy of 81.38%.

INDEX TERMS Brain-computer interface, channel selection, feature extraction, linear prediction,
orthogonal transform.

I. INTRODUCTION
The aim of Brain-computer interface (BCI) is to set a direct
communication link between the brain and an external elec-
tronic device whereby brain signals are translated into useful
commands. Such communication link would assist people
suffering from severe muscular (motor) disabilities, due to
diseases or accidents, with an alternative means of com-
munication and control that bypass the normal output path-
ways [1]–[3]. BCI systems comprise three categories: active
(asynchronous), reactive (synchronous) and passive [2], [3].
In the first category, the user consciously controls the
interface independently from any external cues or temporal
constraints. In the second category, the user executes the
required mental task as a response to an external stimulation.

In the last category, the BCI derives its outputs from arbitrary
brain activity without the purpose of voluntary control. Most
of the aforementioned BCI systems rely on classification
algorithms based on EEG signals to identify the user’s mental
state [2], [3].

In the last few decades, there has been an increased
research effort devoted to improve the performances of
BCI systems. Despite this effort, an efficient way of accu-
rately predicting motor imagery tasks (user intention) using
EEG signal remains elusive. In this paper, we focus on two
important sub-components of BCI systems, namely feature
extraction and channel selection. The first sub-component
deals with the process of identifying a set of signal features
that are effective in discriminating between different classes
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of interest. The second sub-component is a type of feature
selection that addresses the problem of finding themost infor-
mative subset of channels from which the features should be
extracted.

Commonly used methods for feature extraction can be
grouped into the following categories: 1) time domain meth-
ods that compute quantities from the time domain such as
the mean, the variance and the Hjorth parameters [4], [5],
2) parametric model-based techniques such as autoregressive
model (AR) adaptive autoregressive (AAR) model and
multivariate autoregressive (MVAR) model [6]–[9], 3) trans-
form methods such as discrete cosine transform (DCT),
principal component analysis (PCA), linear discriminant
analysis (LDA), wavelet transform (WT) [9]–[16], and
Common spatial subspace decomposition (CSSD) [17]
4) frequency-based techniques that extract features from the
frequency domain such as spectral edge frequency, frequency
of the maximum spectral power and signal power within a
given frequency band [18] and 5) time-frequency parame-
ters such as the l2-norm of the interpolated spectra between
preselected reactive frequency bands [19]. A good review of
the different feature extraction approaches proposed in the
context of BCI can be found in [20].

Transform based approaches form an important class of
feature extraction techniques. Their goal is to find a more
compact lower-dimensional representation in which most
amount of the data energy is packed in the fewest number
of uncorrelated coefficients. By eliminating irrelevant
features (transform coefficients), these methods allow
extracting effective features that preserve the generalization
performance while lessening the computational complexity
in the classification stage [21].

Transform based approaches for feature extraction can
be subdivided into linear and nonlinear, supervised and
unsupervised signal dependent and signal independent
methods. The widely used linear techniques are
PCA and LDA. The first one is unsupervised and aims
at maximizing the variance of the projected data, using
the eigenvectors of the sample covariance matrix, onto a
low-dimensional subspace called principal subspace. In con-
trast, the latter is supervised and attempts to find a linear
mapping that maximizes linear class separability of the data
in a low-dimensional space [22]. To reduce the amount of
computation and avoid the curse of dimensionality in case of
multi-channel data, feature extraction is sometimes combined
with channel selection. Algorithms for channel selection
can be divided into two main categories: Filter-based and
wrapper-based. Filter-based methods select the best channels
using performance criteria that are unrelated to the applied
classifier. Wrapper-based methods, on the other hand, use the
performance of the classifier as indication measure of how
good the selected channels are [23] and [24].

Recently, the authors introduced a signal-dependent linear
orthogonal transform, referred to as LP-SVD transform [25].
The transform has the advantage of forming the transforma-
tionmatrix using only theARmodel parameters instead of the

data samples as in the case of PCA. This transform is used in
this paper to map EEG data into a new domain where only a
few spectral coefficients (also called transform coefficients,
expansion coefficients or scores) contain most of the signal’s
energy. A subset of these transform coefficients in conjunc-
tion with the LP coefficients and the error variance were
used as features in the classification of EEG into four class
motor imagery movements. In addition, a wrapper-based
channel selection method was described, in which channels
are added based on their contribution to the overall accuracy
of the classifier. The feature selection method was validated
using BCI IIIa competition dataset and its discrimination
capability between the different classes was assessed against
a number related state-of-the-art approaches including BCI
competition III winners.

The rest of the paper is organized as follows. Section 2.1
describes the EEG data, its acquisition procedure, and pre-
processing. Section 2.2 introduces the LP-SVD transform and
details the process of feature extraction. Section 2.3 outlines
the channel selection approach, describes the applied classi-
fier and the cross-validation procedure. Section 3 deals with
performance analysis by comparing the proposed technique
to those of a number of state-of-the-art approaches.

II. MATERIALS AND METHOD
A. EEG DATA COLLECTION AND PRE-PROCESSING
The dataset IIIa from the BCI competition III (2005) [26]
was used to evaluate the effectiveness of the proposed
feature extraction and classification approaches. It is a
widely used benchmark dataset of multiclass motor imagery
movements recorded from three subjects; referred to as
K3b, K6b and L1b. The multichannel EEG signals were
recorded using a 64-channel Neuroscan EEG amplifier
(Compumedics, Charlotte, North Carolina, USA). Only
60 EEG channels were actually recorded from the scalp of
each subject using 10-20 systems and referential montage.
The left and right mastoids served as reference and ground
respectively. The recorded signal was sampled at 250 Hz
and filtered using a bandpass filter with 1 and 50 Hz cut-off
frequencies. A notch filter was then applied to suppress the
interference due to power line. During the experiments, each
subject was instructed to perform imagery movements asso-
ciated with visual cues. Each trial started with an empty black
screen at t = 0 seconds. At time point t = 2 seconds, a short
beep tone was presented and a cross ‘+’ appeared on the
screen to raise the subject’s attention. At t = 3 seconds, an
arrow pointed to one of the four main directions (left, right,
upwards or downwards) was presented. Each of the four
direction indicated by this arrow instructed the subject to
imagine one of the following four movements: left hand, right
hand, tongue or foot, respectively. The imagination process
was performed until the cross disappeared at t = 7 seconds.
Each of the four cues was randomly displayed ten times
in each run. No feedback was provided to the subject. The
recorded dataset from subject K3b consists of 9 runs, while
the ones from K6b and L1b consist of 6 runs each, which
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resulted in 360 (9 × 10 × 4) trials for subject K3b and
240 (6× 10× 4) trials for each of the other two subjects.

B. LP-SVD BASED FEATURE EXTRACTION
This section discusses the design of the LP-SVD transform
and describes the dimensionality reduction stage (feature
selection). For comparison purposes, we then briefly intro-
duce the DCT which is a widely used unsupervised signal
independent linear feature extraction method.

1) THE LP-SVD TRANSFORM
The LP-SVD transform is constructed using a two-step pro-
cess, namely the estimation of LPC filter coefficients and the
computation of the left singular vectors of LPC filter impulse
response matrix using SVD.

Linear prediction (LP) is a time series analysis method
that has found wide applications in a number of signal
processing applications including signal modeling, compres-
sion, and feature extraction [27]. In the frequency domain,
LP minimizes the distance between an all pole (representing
the signal model) spectrum and the actual spectrum of the
signal. In the time domain, this is equivalent to predicting the
current value of the signal, y (n), based on a linear combina-
tion of its P past samples, namely, y (n− i) for i = 1, . . . ,P,
which can be mathematically expressed as:

y (n) = −
P∑
i=1

aiy (n− i)+ e (n) , (1)

where, ai are the linear prediction coefficients (LPCs), P is
the prediction order and e (n) is the prediction error or the
prediction residual. Equation (1) can be expressed in a more
compact form using the following matrix notations:

y = He, (2)

where y = [y (1) , . . . , y (N )]T and e = [e (1) , . . . , e (N )]T

are respectively the N × 1 columns vectors of the signal
samples and the prediction residual, while H is the N × N
impulse response matrix of the synthesis filter (also called
LPC filter) whose entries, h (n), are completely determined
by the linear prediction coefficients ai.H is a lower triangular
and Toeplitz matrix of the form:

H =



1 0 · · · · 0

h (1) 1
. . . · 0

...
...

. . . ·
...

· · · · ·

h (N − 1) h (N − 2) · · 1

, (3)

where the entries of H are given by:

h (n) =


δ (n)−

P∑
i=1

aih (n− i), for 0 ≤ n ≤ N − 1

0, elsewehere

(4)

and δ (n) is the discrete Dirac function.

Applying the singular value decomposition (SVD) to H
gives:

y = UDVTe (5)

U and V are the N × N orthogonal matrices containing the
left and right eigenvectorsH ,D is the N ×N diagonal matrix
of singular values [28].

We define the transformation that maps the measurement
vector (y) to a feature vector (θ ) as:

θ = UTy (6)

It is important to note that the transform operation (UTy)
by itself does not achieve any dimensionality reduction.
It only decorrelates and packs a large fraction of the signal
energy into a relatively few transform coefficients as shown
in Fig.1.

FIGURE 1. Signal transformation using LP-SVD: (a) Original EEG signal
trace from subject L1b, (b) Exemplary basis functions (c) Transform
coefficients with AR(1) as a signal model.

Our approach for feature reduction involves the extraction
of features from each EEG segment that include the LP coef-
ficients (ai), the prediction error variance (Vr), theQ-statistic
and the Hotelling’s T 2 statistic of the transformed signal in
addition to a subset of significant transform coefficients of θ .
These features are described below.
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2) LP COEFFICIENTS AND ERROR VARIANCE
According to above LP analysis, the EEG vector is described
in terms of all-poles filter coefficients and the prediction
error. There are two classical approaches used to solve for the
LP parameters, namely the autocorrelation and the covariance
methods. The autocorrelation method guarantees the stability
of the filter and allows the efficient Levinson-Durbin recur-
sion to be used to estimate the model parameters [27]. Once
the coefficients are estimated, the prediction error sequence
can be computed using (1). The estimate of the prediction
error e(n) variance is given by:

Vr =
1

N − 1

N∑
n=1

(e(n)− ē)2 , (7)

where ē is the arithmetic mean of the prediction error
vector e and N is its length.

3) Q- AND HOTELLING’S T 2 STATISTICS
Let ŷ be the best approximation, in the least squares sense,
of y on the subspace S spanned by the basis vectors
{u1,u2, . . . ,ur} associated with the r largest singular values
of the impulse response matrix H ; that is:

ŷ = ÛÛT y, (8)

where

Û = (u1,u2, . . . ,ur)

The approximation error vector d = y− ŷ is orthogonal to
s ∈ S (i.e., 〈d, s〉 = 0 for every s ∈ S). The subspace spanned
by Û is referred to as the signal space while its orthogonal
compliment D is called the error space.
The Q-statistic, sometimes referred to as the squared pre-

diction error (SPE), measures the error between the vector y
and its dimensionally reduced version ŷ. It is mathematically
expressed as [29]:

Q = ‖y− ŷ‖2 = yT (I − ÛÛT
)y (9)

There are several ways of selecting the reduced set of
the r uncorrelated variables. In this study, we heuristically
choose r to be 10% of the number of basis vectors ui.

The Hotelling’s T 2 statistic measures the overall variability
in the transformed data vector. It is defined as the sum of
the transform coefficients weighted by their corresponding
singular values σi. These positive singular values, arranged in
descending order, are used to assign more or less importance
to the different elements of the vector θ .

T 2
=

r∑
i=1

θ2i

σi
(10)

The above equation can be expressed in a more compact
form as:

T 2
= yT ÛD̂−1ÛTy (11)

where D̂ is the r × r diagonal matrix containing the r largest
singular values of H arranged in decreasing order.

4) TRANSFORM COEFFICIENTS OR SCORES θ̂

As discussed earlier, the data vector y is presented in the new
coordinates ui by the transform coefficients or scores θi. The
transform coefficients corresponding to the k largest singular
values are selected as features:

θ̂ = Ûy, (12)

The columns of Û are {u1,u2, . . . ,uk}.

C. CHANNEL SELECTION
Channel selection, addresses the problem of finding the most
informative subset of channels to be used in classification.
Here, we propose awrapper typemethod closely related to the
sequential forward selection (SFS) algorithm used in feature
selection literature [20]. This method proceeds as follow:

1. Extract features from all 60 EEG monopolar channels
and high accuracy bipolar channels. Due to the large
number of bipolar channels (60 × 59/2 = 1770), we
used only bipolar channels with accuracy greater than
40 % (acc> 40 %) based on the results reported in [7].
In fact, provided that the classes are equally distributed
as in the case of Data Set IIIa, the theoretical baseline
accuracy for a four class taxonomy is 25 %. However,
the actual confidence limits depend on the number of
trials per class. Based on the simulation results reported
in [33], the approximate 99% upper confidence limits
are 31.3 % for subject K3b (80 trials per class) and
34.4 % for the other two subjects (60 trials per class).
The selected threshold was chosen to be 15 % more
than the baseline threshold and at least 6 % more than
the actual upper limits.

2. Run the classifier with the combination of the three
central channels, C3, Cz and C4, associated with the
primary motor cortex, as initial guess.

3. At each iteration, select from the remaining channels
the one that yields a maximal increase of the perfor-
mance (accuracy).

4. Remove C3, Cz and C4 from the selected channels and
repeat step (3) to test these three channels.

D. CLASSIFICATION AND VALIDATION
The classifier used in this study is a logistic model tree
implemented as part of the Weka software package [32]. The
classifier, that uses SimpleLogistic, has a merit over other
classifiers due to its use of LogitBoost. LogitBoost, with
simple regression functions as base learners, is used to fit the
logistic models. The stage-wise model fitting approach used
in SimpleLogistic means that a potentially large number of
LogitBoost iterations have to be performed; as it might be
necessary to fit a simple linear function to the same variable
many times. In each step, the algorithm identifies the variable
that is most correlated with the current residual. Thereafter,
it computes the simple linear regression coefficient of the
residual on this chosen variable, and then adds it to the
current coefficient for that variable. The optimum number of
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iterations to be performed is selected by using five-fold cross-
validation.

To evaluate the classification results, we used 10 fold cross-
validations where the data is randomly split into 10 folds
of equal size. At each iteration, one fold is used for testing
and the other 9 folds are used to train the classifier. The test
results are collected and averaged over all folds to obtain
the cross-validation estimate of the accuracy. Therefore, the
presented accuracy is the average accuracy of 10 times of
distinct evaluation on each dataset. All our results presented
in the subsequent sections were obtained through this cross
validation procedure.

III. EXPERIMENTAL RESULTS AND DISCUSSION
This section is divided into three parts. The first part is
devoted to the AR model order selection. The second part,
evaluates the performance of the LP-SVD based feature
extraction method against two related feature extraction
methods. The last part, incorporates a channel selection
approach, expands the extracted features and benchmarks
the proposed approach against a number of state-of-the-art
classification approaches previously applied to BCI IIIa com-
petition dataset.

A. PART I: AR MODEL SELECTION
To investigate the appropriate AR model order and the num-
ber of transform coefficients to be retained as features, we
performed a series of simulations. In this part, only the
parameters characterizing the LP-SVD transform are used as
features, namely, a subset of transform coefficients (̂θ ), the
LP coefficients (ai) and the prediction error variance (Vr).
The features were extracted from the electrode sites over
the primary motor area C3, CZ, and C4. These are widely
considered to be the most informative channels [7], [20].

We varied the AR model order from one to seven using
the EEG segments from t = 3.5 sec to t = 5.5 sec
(501 samples) from each trial. The best model order was
selected based on the resulting classification accuracy. This
criterion ismore suitable, in the present context, than the com-
monly used one in signal representation (modeling), namely
the tradeoff between the model order and the prediction error
variance. Table 1 shows the classification results as function
of the order of the AR model.

For all subjects, the highest classification accuracy, on
average, was obtained with first order AR model and using
a subset of four transform coefficients with results ranging
from 42.08% for subject l1b to 66.11% for subject K3b.
Therefore, this model order and number of transform coef-
ficients will be used in subsequent analysis.

In the particular case of first ordermodel, the basis function
becomes sinusoidal; that is [25]:

ujk = Asin (jφk),

for k = 1, . . . ,N and j = 1, . . . ,N . (13)

The parameter A is chosen so that the norm of uk is unity
and N is the lenght of the EEG segment. φk , k = 1, . . . ,N ,

TABLE 1. AR model order selection.

TABLE 2. Performance (classification accuracy) of DCT-based feature
extraction using 60 Monopolar Channels.

TABLE 3. Classification performances using 60 monopolar channels.

are the positive roots of the equation:

a sinNφ − sin (N + 1) φ = 0,

and a is the linear prediction coefficient.

B. PART II: FEATURE EXTRACTION EVALUATION
In this part, we compare the performance of the feature
extraction method to those using similar state-of-the-art
approaches, which is based on signal modeling and orthog-
onal transform. These techniques are based on adaptive
autoregressive (AAR) model [7] and discrete cosine trans-
form (DCT) [30], [31]. In particular, Schlögl et al. [7]
applied a third order adaptive autoregressive (AAR) model
for EEG signal analysis. The extracted AAR coefficients,
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TABLE 4. BCI classification performance comparison of the proposed algorithm against state-of-the-art methods.

which provide dynamic information about the signal
spectrum, served as features. The authors used three differ-
ent classifiers namely, neural network based on k-nearest
neighbour (kNN), support vector machines (SVM), and linear
discriminant analysis (LDA) to classify the EEG signal into
one of the four classes described earlier. The results showed
that the SVM-based classifier achieved highest accuracies
followed by LDA and then kNN. The authors also reported
that the best results were obtained when using the features
extracted from all 60 monopolar channels. In this evaluation,
we used the same channels (60 monopolar channels) to pro-
vide a fair comparison between the methods.

DCT is a signal independent real, orthogonal transform
that is asymptotically equivalent to the optimal PCA for
highly correlated first-order stationary autoregressive signals.
To find the adequate number ofDCT coefficients, that achieve
the highest classification performance for the different sub-
jects, we varied the number of retained low frequency DCT
coefficients from 5 to 50 with a step size of 5. Table 2
summarizes the obtained classification results as a function
of the number of retained DCT coefficients. The number
of coefficients required, for subjects K6b, L1b and K3b, to
achieve the highest classification accuracies were 15, 40,
and 20, respectively.

The performances of the different aforementioned feature
extraction approaches are summarized in Table 3. In partic-
ular, it can be seen that when only the transform coefficients
were used as features, the proposed approach outperformed
the DCT-based one by up to 23 % in terms of accuracy

(for subject L1b) with 10 times fewer number of features.
Meanwhile, when the LP coefficient and the residual error
variance were added to the LP-SVD transform coefficients,
our technique performed better than the two methods for
subjects L1b and K6b and achieved comparable results to
the AAR-based method for subject K3b. On average, the
improvement, in terms of accuracy was about +25% com-
pared to DCT and +6 % compared to AAR-based methods.
It is pertinent to point out that, unlike DCTwhich results only
in the transform coefficients as features, our method results in
other features, LPC coefficients and residual signal variance
that led to a better characterization of the signal. In addition,
the DCT is signal independent while our proposed transform
is signal dependent. These two facts explain the difference in
performance between the two methods.

C. PART III: CLASSIFICATION PERFORMANCE
In this part, we incorporated a channel selection procedure
as part of our classification algorithm and extended our fea-
ture vector by including the Q-statistic and the Hotelling’s
T 2 statistic. Table 4 summarizes the classification results
obtained using the proposed algorithm along with those
using the first three BCI IIIa competition winners [26] as
well as recently proposed methods by Koprinska [34],
Grosse-Wentrup and Buss [35], Grosse-Wentrup [36], and
Schlögl et al. [7]. It is worth highlighting that in all reported
studies, subject K3b yielded the highest accuracies while
subject K6b produces the worst results. This pattern might
be attributed to the subjects experience differences with the
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use of BCI systems as suggested in [36]. This might also be
due to the fact that more trials are collected from this subject
compared to the other two subjects. In addition, it is noted that
the most frequent algorithm used for channel/feature selec-
tion in these studies was the common spatial patterns (CSP)
algorithm, and two of these were BCI competition winners.
CSP transforms the original signal into a new space where the
variance of one of the classes is maximized while the variance
of the others is minimized. Koprinska applied CSP method,
extended to multiclass problems, to extract seven features
from 3 frequency bands. The extracted features were then
used to compare five state-of-the-art motor imaginary move-
ments based BCI methods [34]. The results show that dif-
ferent feature selections work best with different classifiers.
However, overall, the best feature selection method was the
Correlation-Based Feature Selection (CFS) while the best
classifier was SVM. The extension of the CSP algorithm,
initially developed for two-class paradigms, to multiclass tax-
onomy was usually performed based on heuristics. Wentrup
et al addressed this problem in the framework of information
theoretic feature extraction (ITFE) [35]. The same author
presented an approach for improving the SNR of ICA in
EEG analysis based on linearly constrained minimum vari-
ance (LCMV) spatial filtering. CSP-based methods achieved
different performances ranging from 72 % to 84 %. This
variation in performance may be due to the fact that different
authors used different preprocessing and classifiers.

The incorporation of two extra features, Q and the
Hotelling’s T 2 statistics of the transformed EEG, and channel
selection procedure in our approach subsequently improved
the performances of the basic technique and reduced the
number of selected channels to 20, 26 and 14 for subjects
L1b, k3b and k6b, respectively. Overall, the proposed method
ranked second best among all considered methods with an
average accuracy of 81.38 % and achieved better than the
competition winner for subject K3B.

We could, as was done by the competition winners, have
applied advanced channel and feature selection, filtering,
and parameter tuning to further enhance the performance of
our algorithm. This was, however, not the main aim of this
study. We chose a rather simple classification procedure to
emphasize the importance of the proposed features. Future
works on classification will include such additions.

IV. CONCLUSION
In this study, we presented a feature extraction approach
based on the combination of autoregressive modeling
and orthogonal transformation. Results of classification
experiments, using a benchmark dataset from the BCI
competition III, and comparison against closely related
approaches, DCT and AAR, demonstrates that the presented
features are compact and offers a significant improvement.
Along with feature extraction, we were also interested in
channel selection. In particular, we incorporated a simple
procedure for channel selection which allows further
improvement of the performances. The number of transform

coefficients was kept constant during all the experiments.
It would be interesting to address the issue of parameters
tuning in a future study.
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